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Building a Good Regression Model

Collect data on all variables that are potentially relevant for the problem you wish to study.

Collect as many observations as you can.  Increasing sample size improves precision of coefficients.

Evaluate the coefficients that you have estimated:

· Do the algebraic signs make sense?

· Are the coefficients a reasonable order of magnitude?

(calculating elasticities may help in making this judgment)

· Are the coefficients statistically significant?

Look at your data (e.g., plot scatterplots or histograms of your variables).  If a variable has extreme values, those extreme values will tend to exert disproportionate influence.  Investigate whether your results are driven by one or a few extreme observations (e.g., by running your regression with and without such observations).  Be wary of arbitrarily excluding extreme values without good reason.
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When you have settled on a tentative model, plot the residuals against each of the right-hand-side variables:

· Look for outliers (i.e., unusually large residuals):

· Outliers may point to coding errors.

· If no coding errors, investigate how important these observations are by running regression with and without them

· Consider whether these outliers may indicate incorrect functional form or other variables for which you may not have collected data.

· In general, be wary of arbitrarily dropping outliers without good reason

· Look for patterns such as U-shape or inverted U-shape that may suggest incorrect functional form.

· Look for wedge shaped patterns that may suggest heteroskedasticity.

When you have settled on a tentative model:

· Do Ramsey RESET test to investigate functional form.

· If significant, consider alternative functional form for one or more variables.

· Do White’s test to investigate possible presence of heteroskedasticity.  If yes:

· White’s correction corrects standard errors for bias due to heteroskedasticity.

· Weighted least squares can improve efficiency of estimators.

· If there are natural subgroups of data, do Chow break point test for subgroups.

· If you believe that there are linear (or nonlinear) restrictions relating coefficients in you model, evaluate using the Wald test.

If your data are observations over time:

· Investigate autocorrelation of residuals:

· Durbin-Watson test for first-order AR if model has no lagged dependent variable.

· IDENT command and Q-stat provide general guidance.

· Estimating with appropriate AR or MA terms provides correction for autocorrelation.

· If there are events that may have changed underlying model:

· Do Chow break point test to determine if same model applies for different subperiods.

· Chow forecast test can be used to assess whether model is tracking well for recent observations.

Is there evidence of multicollinearity?

· Does removing a coefficient with a high p-value cause substantial change in magnitude and/or significance levels of coefficients of one or more remaining variables?

· Does a redundant variables test reveal that two or more variables are jointly significant when their individual p-values suggest that they are not significant?

· Things to remember about multicollinearity:

· Arbitrarily removing a variable when there is multicollinearity may bias coefficients and significance levels of variables that it is correlated with.

· Least squares is still best estimator in presence of multicollinearity if relevant variables are included in your model.

· Predictions may still be accurate despite multicollinearity, and prediction interval provides the relevant information for determining accuracy.

Considerations in choice of functional form:

· Linear specification often provides a good approximation.

· In log-log specification, elasticity is constant (and is the estimated coefficient of RHS variable).

· Log specification can sometimes reduce heteroskedasticity.

· In semi-log specification, coefficient of RHS variable is growth rate.

· Quadratic (or possibly higher-order polynomial) can approximate unknown functional form.

· Interaction term allows effect of one variable to depend on the level of another variable.

When dealing with categorical RHS variables:

· Indicator variables provide a convenient vehicle for analyzing categorical variables.

· One subcategory from each category must be excluded.  

· Excluded subcategories become the reference level against which included categories are measured.

· Interaction terms among indicator variables from different subcategories provide the most general form of model with indicator variables.
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General points to keep in mind:

· Failure to include a relevant variable can bias coefficients and significance levels of variables that are included in your model.

· Severe measurement errors in RHS variables can bias coefficients toward zero.

· Two-way causality can cause bias in coefficients.  If you think this is an issue, study simultaneous equation models and instrumental variables.

· If a lagged dependent variable has a coefficient near one, try using difference in y as the dependent variable and dropping the lagged dependent variable.

· If two or more competing models seem plausible, do your analysis or prediction with all of them to see how sensitive your results are to alternative model specifications.

· Adjusted R2 is generally more meaningful than R2.

· Do not over-emphasize R2 or adjusted R2 as a criterion for model evaluation or model acceptability.  

· If you have a categorical dependent variable, consider PROBIT or LOGIT estimation.
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