[image: image1.png]Carnegie Mellon

GSIA




[image: image1.png]
Probability & Statistics II (45-734)

EViews Commands



Page 2

Frequently Used EViews Commands

To create a new work file type CREATE at the command line and then fill out the window that opens.

After you have CREATEd a work file:

· To read data from Excel, Lotus, text files, etc.  type READ and then fill in the appropriate information in the window that opens.

· To enter data by hand (e.g., for variables X and Y), issue  DATA X Y  and then key in the data.

By marking names of variables in your work file and then double-clicking on one of the marked variables, you can have them shown on your screen (or issue SHOW X Y Z...).  Once on the screen, the menu at the top of the data window offers options for editing, etc.

To choose a range of observations (e.g., 1 to 100): SMPL 1 100

To choose subsets of observations (e.g., 1 through 4, 6 through 11, and 75 through 88):

SMPL 1 4 6 11 75 88

You can save your work file by clicking FILE/SAVE in the work file window.

You can also export to Excel, Lotus, etc.  At the command line, type WRITE.  In the window that opens, choose the file type (e.g., Excel) and the name of the file to receive your data.  Click OK.  In the window that opens (e.g., “Excel Spreadsheet Export”), you may list the variables to be written in the file, the upper left data cell, etc.  Then click OK.

To expand the range of an existing workfile data set, use the EXPAND command:

EXPAND  <new start date>  <new end date>

The new starting point cannot be later than the current starting point and the new ending point cannot be earlier than the current ending point.  A more general command for changing the range of a workfile, RANGE, also allows you to shrink your workfile.

To transform variables, use the GENR command.  Here are examples:

GENR SUMXY=X+Y

GENR LNY=LOG(Y)

GENR EXPY=EXP(Y)

GENR YSQ=Y^2

GENR ROOTY=Y^.5

GENR YINV=1/Y

You may also include the above algebraic expression in any other EViews command.

GENR Z=NRND draws a sample of random numbers from a normal distribution with a mean of zero and a variance of one.

GENR UN=RND draws a sample of random numbers from a uniform distribution with range [0,1].

The following two commands create a variable that is ordered 1, 2, 3, ...

GENR SEQNO = 1 + @TREND

Logical operation example:  The following would create a dummy variable equal to one for values of EXPER greater than 8 and 0 otherwise:

GENR EXPGT8=(EXPER<=8)*0+(EXPER>8)*1

The following command would sort in ascending order of X1 and, if there were observations with values of X1 that were the same, those observations would sort by X2.

SORT X1 X2

The following would similarly sort observations in descending order:

SORT(D) X1 X2

COR X1 X2 X3 computes sample correlations of variables X1 X2 X3

STATS X1 X2 X3 computes summary statistics (e.g., means) of X1 X2 X3

HIST X creates a histogram of X and provides a test of the null hypothesis that the distribution from which X is drawn is normal.

LS Y C W X Z ...  regresses Y on W X Z ...

In the regression window: By clicking on VIEW/ACTUAL,FITTED,RESIDUALS/ ACTUAL,FITTED,RESIDUALS GRAPH you obtain a graph.  The horizontal axis is the sequence number of the observations.  On the top half, the actual and fitted values are graphed together.  On the bottom half, the residuals are graphed with approximate 95% confidence bands.

By clicking on VIEW in the regression window, you can also do a variety of tests including:

· COEFFICIENT TESTS (Redundant variables, Wald-linear or nonlinear restrictions)

· RESIDUALS (White heteroskedasticity test, Correlogram-Qstat)

· STABILITY (Chow break point, Chow Forecast, Ramsey Reset),

Also in the regression window, clicking FORECAST you can produce a forecast (and standard error if you enter a name for the standard error series) and graph with approximate 95% confidence bounds if you wish.

LS(H) Y C X1 X2...  invokes White’s correction for heteroskedasticity.

LS(WEIGHT=MYVAR) Y C X1 X2...  does weighted least squares using a chosen weighting variable MYVAR.

LS Y = C(1) + C(2)*W + C(3)*X + 2*C(2)*Z is a way of imposing restrictions among coefficients in a regression.  In this example, the coefficient of Z will be twice the coefficient of W.

LS Y C W X Z AR(1) MA(2) runs a regression with first-order autoregressive errors and second-order moving average errors.

SCALAR PVAL = @TDIST(2.31, 25) would calculate the two-tailed p-value given a calculated t-statistic of 2.31 when there are 25 degrees of freedom.  Click on PVAL in the work file to display its value.

SCALAR PVAL = @FDIST(4.7,4,36) would calculate the p-value for an F‑statistic of 4.7 with 4 degrees of freedom in the numerator and 36 in the denominator.

SCALAR PVAL = @CHISQ(5.2,4) would calculate the p-value for a Chi-squared statistic of 5.2 with 4 degrees of freedom.

SCALAR AREANOR=@CNORM(2.2) would calculate the area under the normal distribution to the left of 2.2.

PLOT X1 X2 creates a graph of both X1 and X2 against the observation sequence number.  To allow different scales for X1 and X2, click on options in the upper right-hand corner of the graph window and then click dual scale/lines crossing in the window that opens.  Many other options for customizing your graph will appear in the same window.  To save the graph in the work file, give it a name by clicking NAME in the graph window.  More than two variables may be plotted.

SCAT X Y does a scatter plot of series X vs series Y.  Again click OPTIONS in the upper right of the graph window to customize, add a regression line, and the like.

To put two or more graphs on the same window after you have created and named them, mark their names in the work file, click VIEW/OPEN SELECTED/ ONE WINDOW.

