10 Eigenvalues and Eigenvectors Fall 2003

I ntroduction

To introduce the concepts of eigenvalues and elgenvectors, we consider firg athree-
dimensiond space with a Cartesan coordinate system. Consder a vector from the origin
O toapoint P; cdl thisvector a. Thecomponentsof a are (ai, az, ag). Alterndively,
we could say that point P has coordinates (a, a2, as).

We can gpply alinear transformation to vector a to obtain another vector z. For any
linear transformation, each component of z is some linear combination of the
componentsof a. Thisrelationship can be expressed as

4 = Slal + Szaz + §3a37 o3
z, = S t S t S, or z=a S «y
z, = S + Spa, t Sy =1

This can be expressed more compactly by use of matrix language. We define:

& z oS, S
a=|a, Z=|5| S=|3 S S| )
3 Z St S Sy
Then
z Si S Sslf@& Sty + 5,8, + S8,
Z| = IS S Ssf|d| T S@atSa4tSa ) 3
Z St S S\ Snd + S8 T S8
orsmply z= Sa 4

In generd, the direction of vector z isdifferent from thet of a. But there may be specia
caseswhere z hasthe samedirection as a. For example, suppose the transformation

S represents arotation of vector a about somefixed axis. If the direction of a happens
to coincide with this axis, then a isnot changed by thistransformation, and z = a.

More generdly, if z hasthe same direction (but not necessarily the same magnitude) as
a, then z must beascda multipleof a. Thatis z=1a, where | isascalar. Inthat

Sa=1a, )
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or
1 S Ss\(& a | &
S Sn Saf|a| = lla] = |la]. (6)
S Sp S3)las a3 | a3

In this case, the result of the transformation S applied to the vector a is another vector

having the samedirection as a. A vector a for which Egs. (5) and (6) arevadlid is

cdled an eigenvector of thetrandformation S, and thescalar |  isthe corresponding
eigenvalue.

Finding Eigenvectors

Severd questionsimmediately arise:

(1) How do we know that eigenvectors exist, for any given trandformation S?

(2) If eigenvectors (and their corresponding eigenvaues) do exist, how can we find
them?

(3) Can there be more than one eigenvector for agiven transformation S? If so, how
are the different eigenvectors and eigenvalues rel ated?

WEe'll now try to answer these questions. First, Eq. (6) can be combined with Eq. (3) and
re-arranged asfollows.

S, +S,8, +S 2, la
Sia+S,a+Sa | = (la | (7
Sua +S,3, + S, I a

Equating corresponding dementsin Eq. (7) and re-arranging, we obtain the set of three
scdar equations.

|
o

(%1 - | )a1 + %2% + Sﬁas =
Sa + (S,-1)a + S = 0, . (8)
Ssla1 + %zaz + (%3 - l)as =

|
o

If an elgenvector a exids, its components (az, az, ag) anditsegenvdue | mug stisy
Egs. (8). Thisisaset of three smultaneous, linear, homogeneous equations. (I.e, every
term containsan a to the first power, and there are no terms that do not contain any of

ap, a, Or az)

Aswas mentioned in Section 9, page 9-5, such aset of equations always hasthetrivid
solution a; =ax =ag =0. A fundamentd theorem of linear dgebra states that non-trivial
solutions of Egs. (8) exidt if, and only if, the determinant of the system iszero. That is,
the necessary and sufficient condition for the existence of norttrivid solutionsis
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Sy - | S Si3
S Sp- S3 | =0 )
St S Sp- |

For any given trandformation S, thisisathird-degree dgebraic equationfor | . It has
three roots, some of which may be complex. For each of thethreevauesof |, Egs. (8)
are asat of three smultaneous equations for the components (ay, ap, ag) of the
corresponding eigenvector a, withadifferent set of components for each vaueof | .

Note that the components of each eigenvector are not completely determined by Egs. (8)
because the equations are homogeneous. For any given |, if (a1, a2, as) isonesolution,
then any scdar multiple, such as (2a;, 2a,, 2ag), isadsoasolution. Soforeach |, a
solution of Egs. (8) givesthe direction of the corresponding eigenvector but not its
magnitude. Thus when we solve these equations, we are at liberty to choose a vaue of

one componert (say a;) arbitrarily, and then use Egs. (8) to determine a; and az as
multiplesof a;,

Let thethreeeigenvaluesbe | 1, | 2, and | 3, and let the corresponding elgenvectors be
a, b, and c. Then

S S Ssf& & Si S Ss(b b
%1 SZZ 823 a2 = Il a2 ’ SZl 822 %3 bZ = |2 bZ ’
S S Se/\& a, Sy S Sg)lb b,
(10)
STHEEHCATEY ,
SZl SZZ 823 C? = |3 CZ .
St S S/\G G
These may be combined into asingle matrix equation. We form asquare matrix A
whose columns are the eigenvectors, and adiagond matrix L whose diagond dements
aethedgenvadues Thais,
a b ¢ l, 0 0
A =1]a b c¢|, L=1]01, 0 (1)
a; by 0 0 I,

q
From the first of Egs. (10), thefirst column of the product SA isequato | 4| &, |.
a3
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Thisisdso equd to the first column of the product AL . Similarly, the other Egs. (10)

show that each of the other columns of SA isequd to the corresponding column of AL .
So dl three of Egs. (10) can be expressed compactly as

S S, Sslfan bog a b c)l, 0 O
S: S Sijf|la b ¢|=|a b c|0 |, O} o (12)
S S, Sy/\a by g 8 b, /{0 0 I,
SA=AL. (13)

Now something remarkable happens. Assuming the matrix A hasaninverse At
(which we won't prove), we multiply both sides of Eq. (13) ontheleftby Al The
result is
AlSA = AAL = L. (14)

The operation A 'SA hastransformed the matrix S into the diagonal matrix L .

Nor malization and Orthogonality

Because Egs. (8) determine only the ratios of the components of each eigenvector, the
magnitudes of the eigenvectors are arbitrary. It is often useful to multiply al components
of an egenvector by ascdar factor such that its magnitude is unity. Such avector issad
to be normalized. Aneigenvector a isnormdized if

a'a =1, or a’+a’+a’ =1, (15)
and smilaly for b and c.

If S isasymmetric matrix (i.e, ST =9), andif | 1, | 5, and | 3 areadl different, then it
can be shown that the eigenvectors are mutudly orthogonal (perpendicular). Thatis, in
this case the scalar product of any two different eigenvectorsis zero:

a'b=a'c=b'c=0. (16)

If two or more eigenvaues are equd, the corresponding eigenvectors are not necessarily
orthogond, but in that case it is aways possible to choose linear combinations thet are
orthogond. If in addition the eigenvectors are normalized, they are said to form an
orthonormal basisin the space.
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Generalizations

n_dimensions:. The above discussion has introduced basic concepts with referenceto a
gpace with three dimensions. But the redtriction to three dimensions was not used at dl

in the development. Therefore these same concepts are vaid in a space with any number
of dimensons. Inaspacewith n dimensons, thetransformation S is an n by n
matrix, thereare n eigenvaues, and each corresponding eigenvector isa matrix with
onecolumnand n rows.

complex_eigenvalues: Some of the e genvaues may be complex numbers, even if dl
thedementsof S arered. Inthat case the components of the eigenvectorsarein
generd aso complex, and some of the definitions need to be generdized. We generdize
the definition of the scalar product of two vectors a and b to be a’b, that is, the
adjoint of a (denoted by a") multiplied by b. (The adjoint of amatrix, also caled the
Hermitean conjugate, is obtained by trangposing rows and columns and taking the
complex conjugate of each element.) In generd, a'b iscomplex, but a'a isawaysred
and nonnegative. (Can you provethis?) Also, a'b isthe complex conjugate of b*a.
The normalization condition for eigenvectors becomes

a'a = b'b=.-=1 17)

Hermitean matrices. A marix that isequd to itsadjoint is caled a Hermitean matrix.
(l.e., S isHemiteanif S'=S.) Notethat a symmetric matrix isa specid case of a
Hermitean matrix; every symmetric matrix is Hermitean.  Two important theorems
about Hermitean matrices (which we won't prove) are:

(1) Theegenvaduesof aHermitean mairix S are dwaysreal, even when the dements
of S arecomplex.

(2) If S isHermitean, then eigenvectors corresponding to ditinct (i.e., unequa)
egenvauesareorthogond. Thatis, if S isHermitean, andif Sa = | 1a, Sb = | 2b,
and 1111, then a'b=0.

unitary matrices. If the product of a matrix with its adjoint is the identity matrix, the
matrix issaid to beunitary. (l.e., S isunitaryif S'S= SS"=1.) Two important
theorems about unitary matrices (which we won't prove) are:

(1) Theegenvduesof aunitary matrix may be complex, but they aways have
megnitude 1. Thatis if S isunitary, andif Sa=1a, then || |=1.

(2) If S isunitay, andif b = Sa, thevectors a and b have the same magnitude.
That is if S isunitay, andif b = Sa, then b'b = a'a.
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Eigenvalues and Eigenvectorswith Maple

To use Maple's matrix agebratoals, first load the Linear Algebra package with the
command with(linalg); To find the eigenvaues of améatrix A , enter eigenvals(A);

or eigenvalues(A); The Maple output isaset of the eigenvaues, in no particular order.
If you enter val := eigenvalues(A); then you can cdl individud egenvaues with

val[1]; (for thefirgt vauein the set), and so on. If you run Maple on a different

computer, you may get the eigenvaduesin adifferent order; they form aset, not alist.

The command for the eigenvectors of matrix A is eigenvects(A); or
eigenvectors(A); The Maple output provides for the possibility that the eigenvaue
equation may have multipleroots. If theeigenvauesare | 1, | 2, and so on, with
multiplicities my, mp, and so on, the Maple output has the form

[Fa,my {[&g,az, -], [By,bp, -1} [ 2o {[Cy,Cp,- ], [y, dp o, o3, -

In thisexpression, eigenvdue | 1 hasmultiplicty m;, and thefollowing { } brackets
enclose aset of m; orthogond eigenvectors. And smilarly for | », 1 3, and so on.

More explicitly, the output expresson is an entity with four levels of nested sstsand ligts.
Itisaset of sructures, each enclosed in square brackets. Each Structureisitsaf alist
containing three parts. (1) an eigenvaue (denoted above by | ); (2) its multiplicity
(denoted above by m); and (3) the corresponding set (enclosed in curly brackets) of one
or more eigenvectors (each of whichisalist, enclosed in square brackets), such as

{laa, 1,000, -1,-}. Evenfor an eigenvaue with mutiplicity one, Maple gives
the eilgenvector as a set (with one eement, i.e,, onelist of eigenvector components).

Example 1
500

The command to enter thematrix A ={0 0 2 is
080

A = matrix(3, 3, [5,0,0,0,0,2,0,8,0]);

The command val .= eigenvals(A); thengives vd =5, 4, - 4. If youwant to cdl the
second eégenvaueinthe st v2, then usethe command v2 :=val[2]; theresultis 4.

Thecommand X :=eigenvects(A); givesthereault
X = [4’ 11 {[01 11 2]}]1 [' 4’ 11{ [01 1’ - 2]}]! [5’ 1’ {[1’ 01 O]}]

This confirms that the eigenvdues are 4, - 4,5 (adifferent order from the above result).
It dso shows that the multiplicity of each is one, and it gives the components of the
corresponding eigenvectors. Again, if you run this code on a different computer, the
elgenvector structures may come out in a different order.
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As an example, suppose we want to extract the second elgenvector (corresponding to

| =-4). Todo thiswe need to sdlect the second sructure in the s, then itsthird
member (the set of eigenvectors), then the first member of the s, to get the first
elgenvector corresponding to this eigenvaue (even though there's only one because this
elgenvaue has multiplicity one). If we cdl thiseigenvector x2, then the appropriate
commandis x2 := X[2][3][1]; The[2] sdectsthe structure, the[3] the third eement of
that structure (i.e., the set of eigenvectors), and the [1] the particular eigenvector in the
et that we want. Theresulting Maple output is x2:=[0, 1, - 2].

Ordinarily we want to treat the elgenvectors as single-column matrices. However, Maple
treats this expresson for x2 asalist, not amatrix. So we have to take the extra step of
congructing a three-row, one-column matrix, which we may cal vec2, using the

0

command vec2 := matrix(3,1,x2); Weget vec2z=| 1 |. (Notethat x2 doesn't
-2

have to be enclosed in square brackets because it isdready alist.) Mapletreats vec2 as

amatrix, and we can use dl the usud Maple commands for matrices. In particular, to
verify tha this redly is an eigenvector, we compute evalm(A &* vec2); Theresultis

0
-4 |. Werecognizethisas (- 4) timesthe origing vector, confirming that it is
8

indeed an egenvector of A with eigenvaue - 4. Smilarly, weinvite you to verify thet

0 1
vecl:=|1 and vec3:=|0 and that these are indeed eigenvectors of
2 0

A, withegenvdues 4 and 5, respectively.

Example 2
1 00

Themarix A={0 0 1| isenteredwith A :=matrix(3, 3, [1,0,0,0,0,1,0,1,0));
010

theegenvauesare - 1 (with multiplicity 1) and 1 (with multiplicity 2). The Maple
output for eigenvectors(A); is

eigenvectors(A) .= [- L1, {[0,- 1, 1}], [L12, {[0,1,1], [1,0,0]}]

This saysthat the eigenvaue - 1 hasmultiplicity 1 and that the corresponding
egenvector is [0, - 1, 1]. Theegenvaue 1 has multiplicity 2, and the corresponding
orthogonal eigenvectors are [0, 1, 1] and [1, 0, 0]. Notethat in the case of multiple
elgenvaues, the set of eigenvectorsfor each multiple eégenvaue are dways orthogonal.
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Nor malization

It is often useful to normalize eigenvectors. A vector X issaid to be normalized if the
scalar product (or inner product) of the vector with itsalf isunity, that is, if x'x, = 1. If
the elements of the eigenvectors are complex, then we generdize the normalization
requirementtobe x*x = 1. (For any vector x, the product x"x isawaysrea and non-
negative, even when the components of x are complex. Can you prove this?)

Any vector can be normalized by computing x"x (or x*x) and then dividing each
component of x by the square root of the result. This can be done with Maple, but the
method is alittle circuitous. If you want to cal the normdized vector xnorm, the Maple
command is xnorm := normalize(x); But thiscommand worksonly on arrays or lists
not on matrices, because in genera Maple doesn't know that a particular matrix has only
one column. So we have to normdize the array first, and then convert it to a matrix that

Maple recognizes.

Referring back to Example 1, Maple doesn't understand the command
x2norm :=normalize(vec2); Butwecanuse x2norm := normalize(x2);
the resulting Maple output is

x2norm::[0, %ﬁ - %\/5}

Cdling the normalized eigenvector vec2norm, we convert x2norm to a matrix with
vec2norm := matrix(3, 1, x2norm);
(Note again that we don't need square brackets around x2norm becauseit isdready a

0
A5

lig) TheMapleresultis vecznorm := = | veclnorm and vec3norm are

-2
—/5
54—

obtained smilarly. We invite you to verify thet dl three eigenvectors are normaized.

Here's one more Maple quirk. We usualy think of the scalar product (or inner product)
of two vectors as ascalar quantity. In matrix language, it is the matrix product of a’
and b (orof a" and b if the components are complex). But, strictly spesking, this
productisa 1~ 1 matrix, which to Maple isn't the same thing asasingle number. To
extract the value from ingde the matrix brackets, we can take the determinant of the
product. Or we can designatethe [1, 1] eement of the matrix.

If we have defined vectors (single-column matrices) a and b and we want the
numerica value of thescdar product, ¢ = ax = |aTb|, we can use

c :=det(transpose(a) &* b); or C:=transpose(a) & b; and c:=C[1, 1];



