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A “purely logical” approach is too rigid. You have to enumerate a ton of things 

before you can actually assert truth of a statement (lest you be “flaky”).  Also you 

don’t know everything.  You don’t know what the traffic will be like, if there will be an 

accident, etc.
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With monotonic logic, if having certain premises necessitates a conclusion, then 

adding premises doesn’t change the conclusion.  For example: If A then B; A; 

Therefore B;  If C is also true, B is still true.

With nonmonotonic logic, adding premises changes your conclusion.  For example: 

Bob is an eagle.  Can he fly?  Yes.  But Bob has a broken wing.  Can he fly?  No.  

But Bob has a jetpack.  Can he fly? Yes (etc.)
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Imagine you are doing machine vision and tracking an orange soccer ball, which is 

currently at rest.  Suddenly the ball appears across the field.  Maybe it was just 

kicked, maybe this is a noisy observation, or maybe the ball teleported.  You can 

use probability to model “degree of belief” given the available evidence and certain 

prior knowledge (like P(ball gets kicked)=0.5, P(ball teleports)=0.1, etc).
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Here laziness and ignorance are not bad things.  Using a probabilistic approach 

does not show personal weakness.

P(A | B) is read “probability of A given B” (meaning the probability that A is true 

assuming that B is true).
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Utility function combines information into a scoring system.  All you might care about 

is making your flight, or maybe you care about not wasting your time.
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Cavity can be either true or false

Weather is either sunny, rainy, cloudy, or snowy
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¬ means “not”¬ means “not”

∨ means “or”
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What is the domain of a die? If you had a random variable D, which is the value 
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you get when you roll a die, what are the possible values D can have?
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Well, I suppose now P(Today is September 23rd, 2009) = 0
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P(A) + P(B) double counts the intersecting area, hence you subtract P(A,B)
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Examples - Head / tail
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Example - dice



1 - P(A)
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= 1 -(-P(¬A) + P(A ∨ ¬A) + P(A ∧ ¬A))      [Using rule 3]

= 1 - (-P(¬A) + 1 + 0)                              [Using rule 2, and the knowledge “A or not 

A is true”, “A and not A is false” ]

= P(¬A)                                                   [Cleaning up]
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Very simple rule, but very important.
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3 different ways of rephrasing the same idea.
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Naïve Bayes assumes conditional independence.  It makes life a LOT easier.Naïve Bayes assumes conditional independence.  It makes life a LOT easier.
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